A Limited Number of Events Is Not
Informative Enough for Prediction.

Event-Cameras record brightness changes, and
many regions remain invisible over short periods.

There is a lack of task-specific Event-Camera
data to train sequence models. This can be

mitigated by pre-training with a special target
that contains spatiotemporal information.

Our Pre-Training Target Contains
Spatiotemporal Information.

We propose a new event-to-image method that
produces targets resembling grayscale images.
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